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Abstract 

Background: Chronic kidney disease (CKD), characterized by progressive loss of renal 

function, is becoming a growing problem in the general population. New analytical 

technologies such as “omics”-based approaches, including metabolomics, provide a useful 

platform for biomarker discovery and improvement of CKD management. In metabolomics 

studies, not only prediction accuracy is attractive, but also variable importance is critical 

because the identified biomarkers reveal pathogenic metabolic processes underlying the 

progression of chronic kidney disease. We aimed to use k-important neighbors (KIN), for the 

analysis of a high dimensional metabolomics dataset to classify patients into mild or advanced 

progression of CKD.  

Methods: Urine samples were collected from CKD patients (n=73). The patients were 

classified based on metabolite biomarkers into the two groups: mild CKD (glomerular 

filtration rate (GFR)> 60 mL/min per 1·73 m2) and advanced CKD (GFR<60 mL/min per 

1·73 m2). Accordingly, 48 and 25 patients were in mild (class 1) and advanced (class 2) groups 

respectively. Recently, KIN was proposed as a novel approach to high dimensional binary 

classification settings. Through employing a hybrid dissimilarity measure in KIN, it is 

possible to incorporate information of variables and distances simultaneously.  

Results: The proposed KIN not only selected a few number of biomarkers, it also reached a 

higher accuracy compared to traditional k-nearest neighbors (61.2% versus 60.4%) and 

random forest (61.2% versus 58.5%) which are currently known as the best classifieres. 

Conclusion: Real metabolomics dataset demonstrate the superiority of proposed KIN versus 

KNN in terms of both classification accuracy and variable importance. 

Copyright: 2019 The Author(s); Published by Kerman University of Medical Sciences. This 

is an open-access article distributed under the terms of the Creative Commons Attribution 

License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, 

distribution, and reproduction in any medium, provided the original work is properly cited. 

Citation: Raeisi Shahraki H, Kalantari SH, Nafar M. Classification of Chronic Kidney 

Disease Patients via k-important Neighbors in High Dimensional Metabolomics Dataset. 

Journal of Kerman University of Medical Sciences, 2019; 26 (3): 207-213.

 

 

Introduction  

Chronic kidney disease (CKD), characterized by 

progressive loss of renal function, is becoming a growing 

problem in the general population (1). CKD is associated with 

high mortality and increased risk of several diseases including 

cardiovascular diseases (CVD), infectious diseases and acute 

kidney injury (AKI) (1). Identification of biomarkers could 

improve our insight regarding the diagnosis, progression 

process and pathogenic mechanism.  New analytical 

technologies such as “omics”-based approaches, including 
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metabolomics, provide a useful platform for biomarker 

discovery and improvement of CKD management (2). In 

metabolomics studies, not only prediction accuracy is 

attractive, but also variable importance is critical because the 

identified biomarkers reveal pathogenic metabolic processes 

underlying the progression of chronic kidney disease. 

Moreover, these biomarkers illustrate the impaired pathways 

that could be used as the target for therapeutic agents and 

consequently better management of these patients. 

Classification, as one of the oldest statistical issues, was 

considered by Fisher in 1936 for the first time. Although up to 

now about 200 different classifiers have been developed, there 

has not been a method as the best one in all situations (3). K-

nearest neighbors [KNN] classifier is known as a very popular 

approach, due to its simplicity and accuracy in practical 

problems (4). In KNN, new observation was assigned to the 

class of most of their k-neighbors. But, high dimensional 

scenarios pose some challenges for KNN (5, 6). High 

dimensional settings refer to situations in which the number of 

predictors is large relative to the sample size and its related 

challenges are called “curse of dimensionality” (7-9). There is a 

great deal of literature on the deleterious effects of curse of 

dimensionality in KNN. For example, Lu et al. showed that 

KNN in high dimensional datasets represent unstable results 

(8). Pal et al. have noted that KNN is affected by nuisance 

(irrelevant with outcome) variables in high dimensional 

problems and nearly half of the observations may be 

misclassified (6). As a consequence of curse of dimensionality, 

many studies have argued that nearest neighbor can become ill 

posed due to a phenomenon called distance concentration (6, 7, 

10). Beyer et al. demonstrated that distance concentration 

occurs when all pairwise distances concentrate around a single 

value and inferred that, in this situation, nearest neighbor is not 

meaningful (10). 

In order to handle the aforementioned problems facing high 

dimensional setting in KNN, both dimension reduction and 

dimension extraction techniques have been proposed including 

random projection in Fern et al. study (11), projection based on 

principal components in Deegalla et al. study (12) and robust 

nearest neighbor in Chan et al. study (13). In 2016, Pal et Al. 

defined mean absolute difference of distances [MADD] as a 

novel dissimilarity measure to avoid curse of dimensionality 

but like the other proposed methods, MADD does not take into 

account the variables importance (6). For high dimensional 

datasets, due to the nature of their sparsity, lack of imposing 

variable importance in the classifier causes hard identification 

of real patterns and decreased accuracy of classification. 

In the last decades penalized models were developed to 

avoid curse of dimensionality in some statistical methods like 

regression (14, 15), discriminant analysis (16, 17), principal 

component (18) and clustering (19). Simultaneous estimation 

and variable selection in penalized methods lead to stable 

results and higher accuracy even when the number of variables 

is higher than the sample size (15, 17). Smoothly clipped 

absolute deviation [SCAD] regression as one of the well-

known penalized regressions was proposed by Fan et al. in 

2001. SCAD is able to estimate coefficients of all the 

informative variables as non- zero and all non-informative 

variables equal to zero with a probability very close to one 

(oracle property) (20). 

Recently, Raeisi et al. incorporated the importance of each 

variable using a function of SCAD logistic regression in 

construction of dissimilarity measure. Using this hybrid 

dissimilarity, which combines information of variables and 
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distances, leads to considering k-important neighbors [KIN] 

instead of k-nearest neighbors in the assignment procedure 

(21). In the present study, we attempted to classify the patients 

based on metabolite biomarkers into the mild and advanced 

CKD and also to identify the biomarkers associated with 

progression of CKD that are excreted in the urine using 

metabolomics tools and via KIN. The value of these potential 

biomarkers was assessed in a cross sectional design, and their 

performance in the prediction of the renal function decline was 

evaluated.  

 

Materials and methods 

Urine samples were collected from 73 CKD patients who 

had membranous glomerulonephritis (MGN, n=29), focal 

segmental glomerulosclerosis (FSGS, n=29) and IgA 

nephropathy (IgAN, n=15). According to KDIGO guideline, 

CKD is defined based on the presence of either kidney damage 

or decreased kidney function for three or more months, 

irrespective of cause (22). Hence, glomerular diseases are 

considered as kidney damage and categorized as CKD. We 

classified the patients based on metabolite biomarkers into two 

groups: mild CKD (glomerular filtration rate (GFR)> 60 

mL/min per 1·73 m2) and advanced CKD (GFR<60 mL/min 

per 1·73 m2). Accordingly, 48 and 25 patients were in mild 

(class 1) and advanced (class 2) groups respectively. The urine 

samples were analyzed using H1-NMR technique and the 

spectrum was subdivided into 205 regions, having an equal bin 

size of 0.04 ppm over a chemical shift range of 0.2–10.0 ppm. 

The bins/chemical shifts were considered as variables 

consistent with urinary metabolites.  

If xi = (xi1, xi2, … , xip) be a vector of variables for ith 

observation, 𝑦𝑖  ∈ {0, 1}  represents class membership and 

training dataset is defined as 𝐿 = {(𝑦𝑖 , 𝑥𝑖),  𝑖 = 1,… , 𝑛𝐿}, 

weight of each variable can be calculated as follows: 

wj =
|β𝑗|

∑ |βj|
p
j=1

     j=1,2,...,p 

Where, β𝑗  is estimated coefficient of jth variable through 

fitting SCAD regression as follow: 

𝐿(𝛽; 𝜆) = 𝑙n(𝛽) + 𝜆∑𝑝 (𝛽) 

𝑝 (𝛽) = 𝐼(|𝛽| ≤ 𝜆) +
(3.7𝜆 − |𝛽|)+

2.7𝜆
𝐼(|𝛽| > 𝜆)  

Where, 𝑙n(𝛽) is traditional MLE and penalty function was 

denoted as 𝑝 (𝛽) in which 𝜆 regulates amount of penalty and 

can be estimated using cross validation technique (20). In the 

next step, instead of using traditional Euclidean distance, a 

novel dissimilarity measure is used to take into account both 

distances and variable importance. If we denote the distance of 

two points like a and b with d(xa, xb),  our dissimilarity 

measure is defined as follows: 

d(xa, xb) = (∑ wj(xaj − xbj)
2p

j=1 )
1

2. 

An observation is assigned to class 1 (y=0) when k1 (the 

number of class 1 votes among k-important neighbors) is 

higher than k2 (the number of class 2 votes among k-important 

neighbors) and is assigned to class 2 (y=1) when k2>k1. 

Decision rule in the tie occurrence (k1=k2) is as follows: 

{
 
 

 
 
y = 0       if     ∑(∑wj(xaj − xbj)

2

p

j=1

)
1

2

k1

 <  ∑(∑wj(xaj − xbj)
2

p

j=1

)
1

2

k2

 

y = 1       if     ∑(∑wj(xaj − xbj)
2

p

j=1

)
1

2

k1

>  ∑(∑wj(xaj − xbj)
2

p

j=1

)
1

2

k2

  

 

After estimation of the best value of neighbor, we 

constructed dissimilarity measure for testing set and assigning 

each observation into a class (21). 

To perform classification task, we randomly split our 

dataset to training (n=58) and testing (n=15) with the ratio of 

80/20 and replicated it 600 times to achieve stable results in all 

of the classifiers. In addition to KNN and KIN, we 

implemented random forest [RF] classifier because this method 
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is the best classifier as mentioned in Delgado et al. (3). We used 

random Forest package for fitting RF, caret and class packages 

for KNN and ncvreg package for fitting KIN in R 3.5.0 

software. 

 

Results  

Descriptive statistics about the accuracy of the classifiers 

have been summarized in Table 1. First of all, it should be noted 

that although KNN performed classification task, there was no 

information about the metabolite biomarkers with a key role in 

this classification. Moreover, there was no cut off point in 

random forest method to distinguish its importance from other 

biomarkers in relative importance index represented by RF. 

KNN and RF, respectively, reached 60.4% and 58.5% 

accuracies by incorporating almost all of the biomarkers, but 

mean number of considered biomarkers for the proposed KIN 

was only three and the number of biomarkers that were selected 

more than 5% of the replications, was not greater than 10 

biomarkers. In Fig. 1, we displayed these biomarkers in terms 

of both percentage of selection (right) and mean contribution 

(left). 

 

Table 1. Accuracy of different classifiers on metabolomics dataset 

Method  Mean (SD) accuracy Median accuracy Number of used variables 

Random forest 58.5 (11.5) 59.6 Almost all of the 205 

K-nearest neighbors 60.4 (11.8) 59.8 All of the 205 

K-important neighbors 61.2 (10.8) 61.5 3 out of the 205 in average 

 

 

 

 

 

 

 

 

 

 

 

Proposed KIN not only selected a few number of 

biomarkers, it also reached a higher accuracy (61.2%) 

compared to traditional KNN and random forest which is 

known as the best classifier.  

Discussion 

Identified biomarkers in classification of CKD progression 

have been given more attention in several investigations and 

were consistent with other studies on kidney diseases 
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categorized as CKD. Citrate was earlier reported as the 

differential metabolite in diabetic patients with and without 

CKD (23). Furthermore, decreased level of myoinositol was 

suggested by Zhao et al. as a biomarker for diabetic 

nephropathy (24). Recently, Sekula et al. suggested the 

association of several metabolites, including N-acetylalanine, 

with eGFR (25). Ethanolamine is a known polar head of 

glycerolipids that might be a biomarker for CKD (1). Detection 

of this molecule as a differential marker in advanced CKD 

confirms previous data on the diagnostic value of this 

metabolite. 

In line with our results on urine sample, several studies 

revealed the altered level of amino acids in plasma of CKD 

patients (26, 27). The impaired pathways in CKD patients were 

”transport of glucose and other sugars, bile salts and organic 

acids, metal ions and amine compounds” and ”urea cycle and 

metabolism of arginine, proline, glutamate, aspartate and 

asparagine” based on the analysis of the results in IMPaLA tool.  

This study tried to improve the accuracy of k-nearest 

neighbors as a classifier in high dimensional setting which has 

become widespread in the recent decades. To recognize more 

complex patterns in high dimensional datasets, a hybrid 

dissimilarity measure was presented which imposed variable 

importance into distance calculation. Real metabolomics 

dataset demonstrate the superiority of proposed k-important 

neighbors versus KNN in terms of both classification accuracy 

and variable importance. KIN is also capable of managing all 

of the curse of dimensionality challenges and enjoys oracle 

property. 

In the current study, to estimate variable estimation, we 

only considered SCAD logistic regression, however, one can 

use the other penalized logistic regressions. As another 

limitation of this study, we just considered binary classification. 

Although classification for more than two groups is more 

complex than binary classification, finding a way to determine 

the importance of each variable and tie management in KIN 

with more than two groups are topics that require further 

studies.  
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