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Abstract 

Background: Two main issues that challenge model building are number of Events Per Variable 

and multicollinearity among exploratory variables. Our aim is to review statistical methods that 

tackle these issues with emphasize on penalized Lasso regression model.  The present study aimed 

to explain problems of traditional regressions due to small sample size and multi-colinearity in 

trauma and influenza data and to introduce Lasso regression as the most modern shrinkage method. 

Methods: Two data sets, corresponded to Events Per Variable of 1.5 and 3.4, were used. The 

outcomes of these two data sets were hospitalization due to trauma and hospitalization of patients 

suffering influenza respectively. In total, four models were developed: classic Cox and logistic 

regression models, as well as their penalized lasso form. The tuning parameters were selected 

through 10-fold cross validation.  

Results: Traditional Cox model was not able to detect significance of any of variables. Lasso Cox 

model revealed significance of respiratory rate, focused assessment with sonography in trauma, 

difference between blood sugar on admission and 3 h after admission, and international normalized 

ratio. In the second data set, while lasso logistic selected four variables as being significant, classic 

logistic was able to identify only the importance of one variable.  

Conclusion: The AIC for lasso models was lower than that for traditional regression models. Lasso 

method has practical appeal when Events Per Variable is low and multicollinearity exists in the 

data. 
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Introduction 

Two main issues that challenge the practice of regression 

modeling are number of independent variables candidate to the 

offered model, and presence of multicollinearity among the 

independent variables (1). 

It has been shown that estimated parameters are robust 

when Event Per Variable (EPV) is at least 10. In the linear and 

Poisson regression models, EPV simply mean the sample size. 

In the logistic regression, EPV refers to the minimum of 

number of cases and controls. In survival analysis, EPV refers 

to the number of subjects experience the event of interest (2). It 

has been shown that the lower the EPV, the less stable the 

regression coefficients and its Standard Errors (SE).   

The second challenge is the presence of multicollinearity. 

When there is multicollinearity, the effect of correlated 

variables may interfere with each other; for example, two 

independent variables may be significant in the univariate 

regression analysis but they may not have a significant effect in 

multivariate analysis. Other problems with this type of data 

include the insignificancy of the important variables, change of 

direction and intensity of the coefficients of independent 

variables, and inflation in variance of parameters (3).  

Nowadays due to the advancement of science in the variety 

of fields such as genetics, bioinformatics and microarray data 

generation in cancer research, data sets are available in which 

the number of independent variables is much more than the 

number of observations (p >> n). such data sets are referred to 

as high dimensional data (4). Main characteristics of high 

dimensional data are that EPV is extremely low and 

multicollinearity exists (5). In the case of high dimensional data 

and correlated independent variables, estimated regression 

coefficients are unbiased but inclusion or exclusion of few cases 

remarkably affects the regression coefficients. This means that 

variance is high. The idea of bias-variance trade-off can be 

explained from another angel. Assume we have an under-fit 

when all egression coefficients are zero. Mean Square Error 

(MSE) would be high no matter whether the model is applied 

on training or test sets. This means that the bias is high but the 

variance is low. On the other hand, when a model is over-fitted, 

it shows good performance in train but poor in test set. Here the 

bias is low but the variance is high (6). Therefore, modeling of 

these data sets needs special statistical tools. 

The traditional approach, to tackle these problems, is to 

offer a reduced set of independent variables to the multifactorial 

model. The reduced set is selected through a series of univariate 

regression. Main problems are that an insignificant variable in 

univariate analysis might show a different behavior in the 

presence of other variables. In addition to that, sometimes the 

researcher wishes to adjust the effect of several confounders 

regardless of their statistical significance (7). Another solution 

is to combine independent variables and offer the combined 

variable(s) to the multifactorial model. Methods such as 

Principal Component Analysis (PCA) and Partial Least Square 

(PLS) are frequently applied to create small number of 

components out of huge number of variables. These methods 

are usually not welcomed because of  difficult of interpretation 

(8). 

In the recent years penalized regression models, also known 

as shrinkage methods, are proposed.  Shrinkage methods aim at 

reduction of variance by incorporating a tolerable degree of bias 

in parameter estimation. These methods shrink the regression 

coefficients towards zero by applying a penalty term. Two of 

the most important shrinkage methods are Ridge and Lasso (9). 
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These models are applicable even when EPV is low and strong 

multicollinearity exists.  

One of the biggest problems with Ridge method is to keep 

the coefficients of all variables in the model. This means that 

the coefficients of none of the variables would be exactly zero. 

If the goal of the researcher is to adjust the effect of all of 

confounder variables in the model, the ridge method is useful. 

However, when the aim is to develop a parsimonious model for 

prediction purposes, Lasso regression is applied. This method 

shrinks regression coefficients towards zero and therefore can 

be used as a common tools for variable selection in high 

dimension data.  

Therefore, the purpose of this paper is to introduce Lasso 

regression as the most modern shrinkage method. We will 

explain how the method works in a practical way. Two data sets 

are used to demonstrate the practicality of the method and 

compare to traditional methods. 

 

Subjects and Methods 

First data set 

The first data set comprised of 280 patients with multiple 

trauma that were referred to Bahonar Hospital, Level II Trauma 

Center, in southeast Iran. Multiple trauma patients with Injury 

Severity Score > 16 and older than 18 years, from 1 September 

2015 to 1 September 2016, were enrolled in this study. Patients 

referred after an hour with a history of chronic lung, kidney, 

heart, or liver diseases or diabetes, anticoagulant medication 

consumption, drug or alcohol intoxication, or shock (except 

hemorrhagic shock) were excluded from the study. Time to 

death during hospitalization was used as outcome. Information 

of 36 independent variables was available. Some of the most 

important independent variables include blood sugar (BS) on 

admission and 3 h after admission, as well as their difference 

(i.e. ΔBS), INR (International Normalized Ratio), serum 

lactate, RR (Respiratory Rate), FAST (Focused Assessment 

with Sonography in Trauma) and etc.   

 

Second data set 

An H1N1 influenza happened in 2015 in Kerman. Binary 

outcome was hospitalization due to influenza (H1N1). The case 

group included 85 patients who were admitted to the hospital 

and the control group included 51 patients who referred to the 

flu-like symptoms and were discharged after an ambulatory 

examination and outpatient treatment. Both groups were 

interviewed alike with regard to the risk factors of the disease. 

Totally, 15 independent variables were received such as age, 

sex, diabetes status (yes or no), asthma status (yes or no), 

pulmonary diseases (yes or no), smoking and etc.  

 

Statistical Methods 

Lasso regression is the widely used model among the 

shrinkage methods and its parameters are derived by 

maximizing the following equation 

l(β)c = ln(l(β)) − λ∑|βj|

p

j=1

 

Where: ln (l(β)) is the natural logarithm of the likelihood 

function and the penalty term λ∑ |βj|
p
j=1  shrinks the 

unimportant regression coefficients towards zero. When λ 

equals zero, the equation reduces to the classic regression and 

the traditional maximum likelihood methods are applied to 

estimate the coefficients. Therefore, all coefficients will remain 

in the model and thus the model will have low bias and high 

variance (10).  

Therefore, λ is called the tuning parameter which has values 

greater than or equal to zero. Increase in λ is associated with 
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more weight to the penalty term and therefore more coefficients 

would become zero (11). Thus the model’s bias will increase 

and the variance decreases.  

An important step in Lasso regression analysis is selection 

of appropriate value of λ through cross validation. A range of 

values, say 0 to 10+6, for λ is proposed. In this method, the data 

is divided into k equal sized subsamples. In each step, one part 

of data is used as test and the rest as train set. The model is 

constructed using train set and is applied on test set. MSE is 

calculated for all values of λ. λ and the model corresponded to 

the lowest MSE is selected (12-14).  

It is worth mentioning that the statistics used to assess the 

performance of the model depends on the outcome type. In 

linear, logistic and Poisson indices such as MSE and R2 are 

used. In the survival regression, deviance is usually used (15).  

In trauma data that the response variable is follow up time 

(the period between hospitalization to the death or discharge), 

the Lasso Cox regression is used to identify important 

independent variables. To check the proportional hazard (PH) 

assumption, the time interaction test was applied. In the 

influenza data which has a binary response variable, Lasso 

logistic regression is used.  

To demonstrate the performance of the Lasso models, we 

compared them with the traditional models Cox and logistic 

methods. Models were compared in terms of goodness of fit 

[Akiake Information Criterion (AIC)], and number of variables 

shows significant association with the outcome. The analyses 

were performed using the R software. R codes are displayed in 

the appendix.  

 

Results 

First data set: hospitalization of trauma patients 

Data set comprised of 280 patients of which 54 were 

hospitalized. Number of independent variables was 36, 

corresponded to EPV of 1.5. The highest correlation between 

independent variables was 0.95. Out of 630 pairwise 

correlations, 211 ones were above 0.2 and 85 ones were above 

0.5. Degree of correlation between some of independent 

variables is depicted in figure 1, left panel. In this figure, blue 

and red colors are used for positive and negative correlation, 

respectively. The larger the circle, the correlation is stronger. 
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Figure 1. Degree of correlation between some of independent variables on trauma data (left panel) and influenza data (right panel) 

 

In figure2, left panel shows model deviance against 

different values of log (λ).  

According to this graph, the lowest deviance was associated 

to log (λ) of -3.65 (i.e. λ=0.026).   

 

 

 

Figure 2. Partial likelihood deviance (left panel, trauma data) and mean square error (right panel, influenza data) versus logarithm of tuning 

parameters 
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The left panel of figure 3 is a scatter plot of regression 

coefficients versus log (λ).  

As the amount of log (λ) increases, less number of variables 

will remain in the model. 

 

 
Figure 3. The standardized cox (left panel, trauma data) and logistic lasso regression coefficient (right panel, influenza data) versus values of tuning 

parameters 

 

 At the optimum λ of 0.026, four variables retained in the 

final model: INR, FAST, ΔBS and RR. Estimated regression 

coefficients and hazard ratios are provided in Table 1. As it is 

shown in table 1, increase in INR was associated with increase 

in hazard ratio (HR=2.01). FAST was associated with increase 

in the likelihood of mortality (HR=1.06). The hazard ratio 

increased by 1.06 for each unit change in ΔBS. Increase in RR 

was associated with decrease in hazard ratio (HR=0.96). AIC 

criteria for this model were 65.94.  

 
Table1. The standardized significant coefficients in Cox and logistic lasso models 

Cox lasso model Logistic lasso model 

variable value HR variable value OR 

INRa 0.698 2.01 pulmonary diseases 0.682 1.978 

FASTb 0.058 1.06 diabetes 0.419 1.52 

ΔBSc 0.046 1.047 age 0.022 1.022 

RRd -0.038 0.963 asthma 0.010 1.01 

a: International Normalized Ratio 
b: Focused Assessment with Sonography in Trauma 
c: difference between blood sugar 3 h after admission and on admission 
d: Respiratory Rate 
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AIC corresponded to traditional Cox model was 166.97.  

Moreover, none of variables reached significant level. Also, 

regression coefficient for two variables was not calculated due 

to non-convergence. Variance of coefficient for three variables 

was higher than 1,000.  

 

Second data set: hospitalization due to influenza 

The EPV in this data set was 3.4. Maximum pairwise 

correlation between independent variables was 0.4. Figure 2.b 

presents different amounts of log (λ) versus MSE. The best 

value for λ was 0.051. Regression coefficients and odds ratio 

are shown in figure 3 right panel. Patients with pulmonary 

diseases (OR=1.98), diabetes (OR=1.52), asthma (OR=1.01) 

and also older patients (OR=1.02) were more likely to be 

hospitalized. 

Using the optimal amount of λ, the model was fitted and 

finally the four variables of age, underlying asthma, diabetes 

and pulmonary diseases had a significant effect. AIC criteria for 

lasso logistic model were 48.94. Corresponding figure for 

traditional logistic model was 195.53. Traditional model was 

able to capture just significance of age.   

 

Discussion 

Our results demonstrate the benefit of lasso models, over 

traditional models. The performance of the lasso models was 

superior to traditional models in terms of AIC. The AIC for 

lasso models was lower than that for traditional regression 

models. It has been shown that in the case of correlated 

predictors, which is a common problem in high dimension data, 

traditional methods are not appropriate (16). This is because 

such methods are highly likely to select noise variables as being 

significant.  

In this study we demonstrate the practicality of penalized 

regression models with emphasize on lasso method. While 

penalized methods introduce bias in parameter estimation, 

these methods control the variance. Another advantage of the 

Lasso method is that the method simultaneously achieves two 

goals of regression methods: selection of important variables 

and parameter estimation (17). The tuning parameter forces 

some regression coefficients equal to zero and therefore, only 

strong predictors remain in the model. 

In the trauma data, the Cox lasso regression selected four 

variables RR (Respiratory Rate), INR (International 

Normalized Ratio), FAST and ΔBS. Torabi et al analyzed this 

data applying standard Cox regression model with backward 

elimination process. They have found significance of ΔBS, HR 

(Human Resources), and INR but not RR. Torabi et al showed 

that patients with higher difference between blood sugar 3 h 

after admission and on admission (ΔBS) are more likely to die 

during hospitalization (18). Also, other parameters such as INR, 

FAST and RR can be helpful in predicting hospital mortality in 

multiple trauma patients. Increase in FAST and INR is 

associated with increase of the hazard of death. The opposite 

was true with respect to RR. In addition, the mentioned factors 

had significant relation with mortality of trauma patients (19-

22). 

In the influenza data, 4 risk factors were determined as 

factors influencing the odds of hospitalization. Older patients, 

and those suffering asthma, diabetes and pulmonary diseases 

were more likely to be hospitalized. In other studies, these 

factors were significantly associated with hospitalization (23-

26). 

Lasso regression model has some disadvantages. For 

example, the maximum number of independent non-zero 



Journal of Kerman University of Medical Sciences 2019, Vol. 26, Issue 6 

447 

coefficients in the model is equal to the sample size. Another 

important limitation is that all coefficients have the same 

penalty; in other words, less important and important variables 

shrink to a similar degree (27). Several alternative methods 

have been proposed to solve this problem; one of the most 

important is the adaptive lasso. In this method, for each 

coefficient, a separate penalty is considered (28). Also, the 

elastic net method is useful when there is high autocorrelation 

and categorical variables in the data. In this method, the penalty 

term is a combination penalty applied in Lasso and Ridge (29). 

Another limitation of lasso model is that it does not pave the 

way for formal hypothesis testing. The ordinary lasso does not 

address the uncertainty of parameter estimation; standard errors 

for β’s are not immediately available (30). When p > n or even 

p close to n, parameter estimates unstable, since standard errors 

are likely to be high (31). There is room to incorporate Bayesian 

analysis in the context of penalized regression methods. In this 

method, statistical distributions for model parameters (such as 

variable coefficients, variance, and tuning parameters) are 

considered, which are referred to as the prior distribution. With 

the product of the prior distribution and the likelihood function, 

the posterior distribution of the data is obtained and the analysis 

and estimation of the parameters are obtained through the 

posterior distribution (32). Currently, using simulated data, we 

are trying to integrate Bayesian inference with penalized 

likelihood methods, to better understand situations in which 

Bayesian methods improve the model fitness.  

 

Conclusion 

Two advantages of lasso regression compared to 

traditional regression are: first, this model is useful for 

high dimension data and second, lasso regression model 

can be used for multicollinearity problems. Also, lasso 

regression can be applied for prediction rsponse as 

traditional regression. For example hazard ratio can be 

calculated for a new case by lasso cox and lasso logistic 

regression. 
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